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Abstract

Concerns about privacy, bias, and harmful applications have shone a light on the ethics of machine learning
datasets, even leading to the retraction of prominent datasets including DukeMTMC, MS-Celeb-1M, TinyImages,
and VGGFace2. In response, the machine learning community has called for higher ethical standards, transparency
efforts, and technical fixes in the dataset creation process. The premise of our work is that these efforts can be
more effective if informed by an understanding of how datasets are used in practice in the research community.
We study three influential face and person recognition datasets—DukeMTMC, MS-Celeb-1M, and Labeled
Faces in the Wild (LFW)—by analyzing nearly 1000 papers that cite them. We found that the creation of
derivative datasets and models, broader technological and social change, the lack of clarity of licenses, and
dataset management practices can introduce a wide range of ethical concerns. We conclude by suggesting a
distributed approach that can mitigate these harms, making recommendations to dataset creators, conference
program committees, dataset users, and the broader research community.

1 Introduction
Datasets play an essential role in machine learning research, but are also the source of ethical concerns. These
include concerns about the privacy of individuals included in datasets [36, 62], representational harms introduced by
annotations [20, 35], effects of biases in datasets on downstream use [16, 17, 15], and the use of datasets for ethically
dubious purposes [36, 67, 59]. These concerns have led to the retractions of several prominent research datasets
including Tiny Images, VGGFace2, DukeMTMC, and MS-Celeb-1M.

Mitigating harms associated with datasets is now recognized as an important goal by the machine learning
community. Researchers have worked to make sense of ethical considerations involved in dataset creation [34, 61, 25],
and have proposed ways to identify and mitigate biases in datasets [8, 73], protect the privacy of individuals [62, 81],
and document datasets [28, 39, 9, 58].

The premise of our work is that these efforts can be more effective if informed by an understanding of how
datasets are used in practice in the research community. We present an account of the life cycles of three popular face
and person recognition datasets: Labeled Faces in the Wild (LFW) [42], MS-Celeb-1M [32], and DukeMTMC [65].
We selected these because “people-centric” datasets [34] have been the subject of especially serious ethical concerns.
We analyze nearly 1000 papers that cite these datasets and their derivative datasets and pre-trained models (Section
2). We present five primary findings:

• We reveal limitations of dataset retraction in mitigating harms (Section 3). We find that after the retractions
of DukeMTMC and MS-Celeb-1M, the underlying data of both datasets remained widely available. Both
datasets were used hundreds of times in papers published months after the retractions, possibly due to a lack
of clarity in both retractions. Because of such “runaway data,” retractions are unlikely to cut off data access;
moreover, without a clear indication of intentions, retractions may have limited normative influence.

• We show how derivatives raise new ethical considerations (Section 4). Across DukeMTMC, MS-Celeb-1M, and
LFW, we identified 35 derivative datasets and six classes of pre-trained models. We document four ways in
which derivatives can cause ethical concerns: by enabling new applications, enabling use of the dataset in
production settings, introducing new annotations of the data, or applying additional post-processing such as
cleaning. Thus, the impact of a dataset may be much broader than its original intention.
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• We show how the ethical concerns associated with a dataset can change over time, both as a result of
technological and social change (Section 5). In the case of LFW and the influential ImageNet dataset,
technological advances opened the door for production use of the datasets, raising new ethical concerns.
Additionally, various social factors led to a more critical understanding of the demographic composition of
LFW and the annotation practices underlying ImageNet.

• We show how licenses, a primary mechanism governing dataset use, can lack substantive effect (Section 6).
We find that the licenses of DukeMTMC, MS-Celeb-1M, and LFW do not effectively restrict production use of
the datasets. In particular, while the original license of MS-Celeb-1M indicates only non-commercial research
use of the dataset, 19 of 21 GitHub repositories we found containing models pre-trained on MS-Celeb-1M
included such a designation. We find anecdotal evidence suggesting that production use of models trained on
non-commercial datasets is commonplace.

• We show that while dataset management and citation practices can support harm mitigation, current practices
have several shortcomings (Section 7). Specifically, we find that dataset documentation is not easily accessible
from citations and is not persistent. Moreover, dataset use is not clearly specified in academic papers, often
resulting in ambiguities. Finally, current infrastructure does not support the tracking of dataset use or of
derivatives in order to retrospectively understand the impact of datasets.

In short, we found that the creation of derivative datasets and models, broader technological and social change,
the lack of clarity of licenses, and dataset management practices can introduce a wide range of ethical concerns.
Based on these findings, we conclude the paper with recommendations for harm mitigation in machine learning
research. Our approach emphasizes steps that can be taken after dataset creation, which we call dataset stewarding.
We advocate for responsibility to be distributed among many stakeholders including dataset creators, conference
program committees, dataset users, and the broader research community.

2 Overview of the datasets and analysis
We analyzed the life cycles of three popular face and person recognition datasets: DukeMTMC [65], MS-Celeb-
1M [32], and Labeled Faces in the Wild (LFW) [42]. We refer to these datasets as “parent datasets.” To develop a
fuller understanding of the impact of each parent dataset, we also aimed to capture the use of their derivatives
(Figure 1). We provide a summary of our methodology below.

We constructed a corpus of papers that potentially used each parent dataset or their derivatives. To do this,
we first compiled a list of derivatives of each parent dataset. Then we found the papers closely associated with
each parent and derived dataset. Finally, we compiled lists of papers citing each associated paper using Semantic
Scholar [27] (see Table 1). One coder then reviewed a sample of these papers, indicating if a paper used the parent
dataset or a derivative. In total, our analysis includes 951 papers (275 citing DukeMTMC or its derivatives, 276
citing MS-Celeb-1M or its derivatives, and 400 citing LFW or its derivatives). We found many papers that used
derivatives that were not included in our list, and suspect that other derivatives exist. In general, our results should
be viewed as “lower bounds.”

The three datasets we analyze here are each popular face recognition or person recognition datasets. After
collecting a list of 54 datasets, we chose LFW, which was the most cited dataset in our list. Since LFW was
introduced in 2007, it allowed us to perform a longitudinal analysis. We then chose DukeMTMC and MS-Celeb-1M,
which were the two most cited datasets in our list that had been retracted. (VGGFace2, another dataset on our list,
was retracted after we began our analysis.) These two datasets allowed us to study the effects of retraction.

We now provide background information for the three datasets:

• MS-Celeb-1M was introduced by Microsoft researchers in 2016 as a face recognition dataset [32]. It
includes about 10 million images of about 10,000 “celebrities.” The original paper gave no specific motivating
applications, but did note that “Recognizing celebrities, rather than a pre-selected private group of people,
represents public interest and could be directly applied to a wide range of real scenarios.” Researchers and
journalists noted in 2019 that many of the “celebrities” were in fact fairly ordinary citizens, and that the
images were aggregated without consent [36, 59]. Several corporations tied to mass surveillance operations
were also found to use the dataset in research papers [36, 59]. The dataset was taken down in June 2019.
Microsoft, in a statement to the Financial Times, said that the reason was “because the research challenge is
over.” [59]
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Figure 1: The impact of a dataset extends beyond its direct use. Thus, our analysis includes the use of its derivatives.
Here, some of MS-Celeb-1M’s derivatives are shown.

• DukeMTMC was introduced in 2016 as a benchmark for evaluating multi-target multi-camera tracking
systems, which “automatically track multiple people through a network of cameras.” [65] The dataset’s creators
defined performance measures aimed at applications where preserving identity is important, such as “sports,
security, or surveillance.” The images were collected from video footage taken on Duke’s campus. The same
reports on MS-Celeb-1M listed above [36, 59] noted that the DukeMTMC was also being used by corporations
tied to mass surveillance operations, and also noted the lack of consent given by people included in the
dataset. The creators removed the dataset in June 2019, apologizing, noting that they had inadvertently
broken guidelines provided by the Duke University IRB.

• LFW was introduced in 2007 as a benchmark dataset for face verification [42]. It was one of the first face
recognition datasets that included faces from an unconstrained “in-the-wild” setting, using faces scraped from
Yahoo News articles (via the Faces in the Wild dataset [12]). In the originally-released paper, the dataset’s
creators gave no motivating applications or intended uses beyond studying face recognition. In fall 2019,
a disclaimer was added to the dataset’s associated website, noting that the dataset should not be used to
“conclude that an algorithm is suitable for any commercial purpose.” [3]
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D1 DukeMTMC [65] dataset X 164 14 1 X CC BY-NC-SA 4.0 X
D2 DukeMTMC-ReID [84] dataset X 172 142 63 X X X CC BY-NC-SA 4.0 X
D3 DukeMTMC-VideoReID [78] dataset X 24 11 5 X X X CC BY-NC-SA 4.0 X
D4 DukeMTMC-Attribute [49] dataset 10 1 X X X CC BY-NC-SA 4.0 X
D5 DukeMTMC4ReID [29] dataset 3 0 X X CC BY-NC-SA 4.0 X
D6* DukeMTMC Group [79] dataset 3 1 X
D7 DukeMTMC-SI-Tracklet [46] dataset 1 1 X X CC BY-NC-SA 4.0 X
D8 Occluded-DukeMTMC [56] dataset 1 1 X X1 X CC BY-NC-SA 4.0 X

D9 MS-Celeb-1M [32] dataset X 153 41 11 X X custom,2 none X
D10 MS1MV2 [22] dataset X 183 13 8 X X X none
D11 MS1M-RetinaFace [23] dataset 2 2 X X X none
D12 MS1M-LightCNN [77] dataset 3 0 X X MIT
D13 MS1M-IBUG [24] dataset 3 1 X X X none
D14 MS-Celeb-1M-v1c [4] dataset 6 4 X X X custom X
D15 RFW [74] dataset 1 1 X X X X custom X
D16 MS-Celeb-1M lowshot [32] dataset 4 0 X custom X
D17* Universe [6] dataset 2 1
M1 VGGFace model 6 3 X X MIT, none
M2 Prob. Face Embeddings model 1 1 X X MIT
M3 ArcFace / InsightFace model 14 13 X X MIT, Apache 2.0,

custom, none
some

M4 LightCNN model 4 3 X X custom, none some
M5 FaceNet model 12 5 X X MIT, none
M6 DREAM model 1 1 X X BSD-2-Clause

D18 LFW [42] dataset X 220 105 X X none
D19 LFWA [50] dataset X 158 2 X X X X none
D20 LFW-a [76] dataset X 31 14 X X X none
D21 LFW3D [37] dataset X 24 3 X X X none
D22 LFW deep funneled [41] dataset X 18 4 X X X none
D23 LFW crop [66] dataset X 8 2 X X X none
D24 BLUFR protocol [48] dataset 2 1 X none
D25* LFW87 [47] dataset X 7 1
D26 LFW+ [33] dataset X 12 0 X X X X custom X
D27 <no name given> [45] dataset 4 X X X none
D28 <no name given> [31] dataset 4 X none
D29 SMFRD [82] dataset 1 X X X none
D30 LFW funneled [40] dataset 2 X X X none
D31 <no name given> [2] dataset 2 X X none
D32 <no name given> [13] dataset 1 X none
D33 MTFL [83] dataset 1 X X X X none
D34 PubFig83 + LFW [7] dataset 2 X X none
D35 Front. Faces in the Wild [26] dataset 1 X X none
D36 ITWE [85] dataset 1 X X X custom X
D37 Extended LFW [70] dataset 2 X X none
D38 <no name given> [21] dataset 1 custom X

Table 1: Summary of our overarching analysis.

Condensed key for Table 1. assoc. paper sampled — yes if our corpus included a sample of papers citing the dataset’s associated
paper(s); doc. uses — the number of uses of the dataset that we were able to document; new application — if the derivative explicitly
or implicitly enables a new application that can raise ethical questions; attribute annotation — if the derivative includes labels for
sensitive attributes such as race or gender; post-processing — if the derivative manipulates the original images (for example, by cleaning
or aligning); prohibits comm. use — if the dataset or model’s license information includes a non-commercial clause; in dataset id, an
asterisk (*) indicates that we were unable to identify where the dataset is or was made available; in dataset name, some datasets were
not given names by their creators; in license type, we give multiple licenses when the dataset or derivative is made available in multiple
locations.

1The dataset itself is no longer available. However, a script to convert DukeMTMC-ReID (which is still available) to Occluded-
DukeMTMC remains available.

2The original MS-Celeb-1M license is no longer publicly accessible. An archived version is available at http://web.archive.org/
web/20170430224804/http://msceleb.blob.core.windows.net/ms-celeb-v1-split/MSR_LA_Data_MSCeleb_IRC.pdf.
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3 Retractions and runaway data
When datasets are deemed problematic by the machine learning community, activists, or the media, dataset creators
have responded by retracting them. MS-Celeb-1M [32], DukeMTMC [65], VGGFace [60], and Brainwash [69] were
all retracted after an investigation by Harvey and Laplace [36] that pointed out ethical concerns with how the data
was collected and being used. TinyImages [72] was retracted following a report by Prabhu and Birhane [62] that
raised ethical concerns involving offensive labels in the dataset.

Retractions such as these may mitigate harm in two primary ways. First, they may place hard limitations
on dataset use by making the data unavailable. Second, they may exert a normative influence, indicating to the
community that the data should no longer be used. This can allow publication venues and other bodies to place
their own limitations on such use.

With this in mind, we report a detailed analysis of the retractions of DukeMTMC and MS-Celeb-1M, and the
effects of those retractions. We show that both fall short of effectively accomplishing either of the above mentioned
goals. Both MS-Celeb-1M and DukeMTMC continue to be available for download through file sharing websites and
through derivatives. Both datasets also continue to be used by the machine learning community in peer-reviewed
research. The phenomenon where data is available through a multitude of sources outside a creator’s control may
be called “runaway data”—a term coined by Harvey and Laplace [36]. Finally, both retractions lacked specificity
and clarity, which may have contributed to confusion in the community about whether it is ethically acceptable to
continue to use them. We summarize these findings in Table 2 and elaborate below.

Continued availability. Despite their retractions in June 2019, data from MS-Celeb-1M and DukeMTMC remain
publicly available. Five of the seven derivatives of DukeMTMC either contained subsets of or the entire original
dataset. The two most popular derivatives—DukeMTMC-ReID [84] and DukeMTMC-VideoReID [78]—are still
available for download to this day. Both DukeMTMC-ReID and DukeMTMC-VideoReID contain a cropped and
edited subset of the videos from DukeMTMC.

Similarly, six derivatives of MS-Celeb-1M contained subsets of or the entire original dataset. Four of these—
MS1MV2 [22], MS1M-RetinaFace [23], MS1M-IBUG [24], and MS-Celeb-1M-v1c [4]—are still available for download
to this day. Racial Faces in the Wild [74] also appears available, but requires sending an email to obtain access.
Further, we found that the original MS-Celeb-1M dataset, while taken down by Microsoft, continues to be available
through third-party sites such as Academic Torrents [19]. We also identified 20 GitHub repositories that continue to
make available models pre-trained on MS-Celeb-1M data.

Clearly, one of the goals of retraction is to limit the availability of datasets. Achieving this goal requires
addressing all locations where the data might already be or might become available.

Continued use. Besides being available, both MS-Celeb-1M and DukeMTMC have been used in numerous
research papers after they were retracted in June 2019. Within our sample of papers, we found that DukeMTMC
and its derivatives had been used 73 times and MS-Celeb-1M and its derivatives had been used 54 times in 2020.
Because our samples are 20% of our entire corpus, this equates to hundreds of uses in total. (See Figure 2 for a
comparison of use to previous years.)

This use further highlights the limits of retraction. Many of the cases we identified involved derivatives that
were not retracted. Indeed, 72 of 73 DukeMTMC uses were through derivative datasets, 63 of which came from
the DukeMTMC-ReID dataset, a derivative that continued to be available. Similarly, only 11 of 54 MS-Celeb-1M
uses were through the original dataset, while 17 were through derivative datasets and 26 were through pre-trained
models.

One limitation of our analysis is that the use of a dataset in a paper published in 2020 (six months or more after
retraction) could mean several things. The research could have been initiated after retraction, with the researchers
ignoring the retraction and obtaining the data through a copy or a derivative. The research could have begun before
the retraction and the researchers may not have learned of the retraction. Or, the research could already have been
under review. Regardless, it is clear that 18 months after the retractions, they have not had the effect that one
might have hoped for.

Retractions lacked specificity and clarity. In light of the continued availability and use of both these datasets,
it is worth considering whether the retractions included sufficient information about why other researchers should
refrain from using the dataset.

5



DukeMTMC MS-Celeb-1M

Availability of
original

We did not find any locations where the original
dataset is still available.

The dataset is still available through Academic
Torrents and Archive.org.

Availability of
derived datasets

We found two derived datasets that remain
available and include the original images.

We found five derived datasets that remain
available and include the original images.

Availability of
pre-trained models

We did not find any models pre-trained on
DukeMTMC data that are still available.

We found 20 GitHub repositories that still con-
tain models pre-trained on MS-Celeb-1M data.

Continued use In our sample, DukeMTMC and its derivatives
were used 73 times in papers published in 2020.

In our sample, MS-Celeb-1M and its derivatives
were used 54 times in papers published in 2020.

Status of original
dataset page

The original website (http://vision.cs.duke.
edu/DukeMTMC/) returns a DNS error.

The original website (https://www.msceleb.
org) only contains filler text.

Other statements
made by creators

A creator of DukeMTMC issued an apology,
noting that the data collection violated IRB
guidelines in two respects: “Recording outdoors
rather than indoors, and making the data avail-
able without protections” [71].

In June 2019, Microsoft said that the dataset
was taken down “because the research challenge
is over” [59].

Availability of
metadata

The license is no longer officially available, but
is still available through GitHub repositories of
derivative datasets.

The license is no longer officially available.

Table 2: A summary of the status of DukeMTMC and MS-Celeb-1M after their June 2019 retractions.

After the retraction, the authors of the DukeMTMC dataset issued an apology in The Chronicle, Duke’s student
newspaper, noting that the data collection had violated IRB guidelines in two respects: “Recording outdoors rather
than indoors, and making the data available without protections.” [71] However, this explanation did not appear
on the website that hosted the dataset, which was simply taken down, meaning that not all users looking for the
dataset would encounter this information. The retraction of MS-Celeb-1M fared worse: Microsoft never stated
ethical motivations for removing the dataset, though the removal followed soon after multiple reports critiquing the
dataset for privacy violations [36]. Rather, according to reporting by The Financial Times, Microsoft stated that
the dataset was taken down “because the research challenge is over” [59]. The website that hosted MS-Celeb-1M is
also no longer available. Neither retraction included calls to not use the data.

The disappearance of the websites also means that license information is no longer available through these sites.
We were able to locate the DukeMTMC license through GitHub repositories of derivatives. We were unable to
locate the MS-Celeb-1M license—which prohibits the redistribution of the dataset or derivatives—except through
an archived version.3 We discuss shortcomings of dataset licenses in Section 6.

We also identified public efforts to access and preserve these datasets, perhaps indicating confusion about
the substantive meaning of the dataset’s retractions. We found three and two Reddit posts inquiring about the
availability of DukeMTMC and MS-Celeb-1M, respectively, following their retraction. Two of these posts (one for
each dataset) noted or referred to investigations about potential privacy violations, but still inquired about where
the dataset could be found.

In contrast to the retractions of DukeMTMC and MS-Celeb-1M, the retraction of TinyImages was more clear.
On the dataset’s website, the creators ask that “the community to refrain from using it in future and also delete any
existing copies of the dataset that may have been downloaded” [1].

Tension with archival efforts. Outside of questions of efficacy, retraction can come into tension with efforts to
archive datasets. Datasets are often seeded on the platforms Academic Torrents and Internet Archive. For example,
while the creators TinyImages asked that existing copies of the dataset be deleted, it had already previously been
added to both Academic Torrents and Internet Archive. The 2011 version of ImageNet, which contains offensive
images that were later removed from official versions, had also previously been added to both sites. We found two
Reddit posts emphasizing the need of data preservation following Tiny Images’ removal. In work critiquing machine
learning datasets, Crawford and Paglen [20] note the issue of “inaccessible or disappearing datasets,” writing that

3An archived version from April 2017 (found via [36]) is available at http://web.archive.org/web/20170430224804/http://msceleb.
blob.core.windows.net/ms-celeb-v1-split/MSR_LA_Data_MSCeleb_IRC.pdf.
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Figure 2: The use of DukeMTMC, MS-Celeb-1M, LFW, and their derivatives over time. DukeMTMC and
MS-Celeb-1M were retracted in June 2019, but continued to be used in 2020—largely, through derivatives.

“If they are, or were, being used in systems that play a role in everyday life, it is important to be able to study
and understand the worldview they normalize. Developing frameworks within which future researchers can access
these data sets in ways that don’t perpetuate harm is a topic for further work,” illustrating this tension between
regulation by retraction and archival interests.

4 Derivatives raise new ethical questions
Machine learning datasets often serve simultaneous roles as a specific tool (e.g., a benchmark on a particular task)
and as a collection of raw material that can be otherwise leveraged. The latter role—whose impact may even eclipse
the former—can be seen through a dataset’s use in derivatives. Widespread derivative creation can be a success
of resource-sharing in the machine learning community as it reduces the cost of obtaining data. However, it also
means that a dataset’s ethics are far from stagnant.

We identify four ways in which a derivative can raise ethical considerations, from which we categorized the 41
derivatives we identified (see Table 1). A derivative can alter the purpose of a dataset by enabling new applications
or by training a publicly-available model, and can alter the composition of a dataset by adding annotations or by
post-processing. When we say that a derivative raises new ethical considerations, we do not mean to imply that the
creation of the derivative (or the parent dataset) is necessarily unethical.

New application. Either implicitly or explicitly, modifications of a dataset can enable new applications, which
may warrant discussion. Twenty-one of 41 derivatives we identified fall under this category. We present several
examples:

• DukeMTMC-ReID is a person re-identification benchmark, while the original DukeMTMC introduced a multi-
target multi-camera tracking benchmark. While these problems are similar, they may have different motivating
applications. We find that DukeMTMC-ReID is used much more frequently than DukeMTMC, implying that
person re-identification has been the primary application of data collected through DukeMTMC. Several papers
flagged by MegaPixels [36] using DukeMTMC data for ethically dubious purposes use DukeMTMC-ReID.

• Multiple derivatives of LFW label the original face images with attributes including race, gender, and
attractiveness. The Racial Faces in the Wild dataset also groups images in MS-Celeb-1M by race. These
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labels enable new applications that may be ethically problematic, including the classification and retrieval of
people via sensitive attributes.

• SMFRD is a derivative of LFW that adds face masks to its images. It is motivated by face recognition
applications during the COVID-19 pandemic, when many people wear face-covering masks. “Masked face
recognition” has been criticized for violating the privacy of those who may want to conceal their face (e.g.,
[55, 80]).

Pre-trained models. We found six model classes that were commonly trained on MS-Celeb-1M. Across these
six classes, we found 21 GitHub repositories that released models pre-trained on MS-Celeb-1M. These pre-trained
models can be used out-of-the-box to perform face recognition or can be used for transfer learning. Because the
models can already compute salient feature representations of faces, they can be used as the basis for other tasks.
This enables the use of MS-Celeb-1M for a wide range of applications, albeit in a more indirect way. Additionally,
there remain questions about the effect of biases in training data on pre-trained models and their downstream
applications (explored in [68]).

New annotations. The annotation of data can also result in privacy and representational harms. (See section
3.1 of [61] for a survey of work discussing representational concerns.) Seven of 41 derivatives fall under this category.
Among the derivatives we examined, four annotated the data with gender, three with race or ethnicity, and two
with additional traits including “attractiveness.”

Other post-processing. Other derivatives neither repurpose the data for new applications nor contribute
annotations. Rather, these derivatives are designed to aid the original task with more subtle modifications. Still,
even minor modifications can raise ethical questions. For example, Datasheets for Datasets [28] includes a question
about the potential effects of preprocessing or cleaning.4

• Five of 41 derivatives (each of MS-Celeb-1M) “clean” the original dataset, creating a more accurate set of
images from the original, which is known to be noisy. This process often reduces the number of images
significantly, after which, we may be interested in the resulting composition. Does the cleaning process reduce
the number of images of people of a particular demographic group, for example? Such a shift may impact the
downstream performance of such a dataset.

• Five of 41 derivatives (each of LFW) align, crop, or frontalize images in the original dataset. Here, too, we
may ask about how such techniques perform on different demographic groups.

5 Technological and social change raise new ethical questions
We now turn to the question of how ethical considerations associated with a dataset change over time and may
not be fully determined at the time of release. We do not seek to analyze the extent to which concerns can be
anticipated at the time of release. Rather, we caution that—in practice—ethical concerns may arise or become
apparent long after a dataset is created, raising implications for the timeline of effective interventions.

For this analysis, we do not use DukeMTMC and MS-Celeb-1M as they are relatively recent and thus less fit for
longitudinal analysis. The two datasets we study are LFW, which was released in 2007, and ImageNet, which is
widely considered to be among the most impactful datasets ever in machine learning and has also been at the center
of ethical concerns involving datasets. ImageNet was released in 2009 and includes 14 million images annotated
with 21,000 unique labels. In 2019, researchers revealed that many of the images in the “people” category of the
dataset were labeled with misogynistic and racial slurs and perpetuated stereotypes, after which images in these
categories were removed.

We focus on two broad ways that ethical considerations can change: through technological change and through
social change.

4The question, in full, is: “Is there anything about the composition of the dataset or the way it was collected and prepro-
cessed/cleaned/labeled that might impact future uses?”
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Figure 3: A visualization of the 123 benchmark results recorded on LFW’s website according to whether they come
from research papers or production models (as indicated on the website). The top performing models early on
were almost all research models, whereas more recently, almost all are production models. We use this as a rough
visualization of the rise of production facial recognition systems. The year labels mark the first model that was
indicated to be from that year on the website.

5.1 Technological change shapes dataset ethics
Dataset use in production settings introduces and amplifies possible harm in comparison to research use. The
improvement of technology facilitates this shift. We discuss how both LFW and ImageNet were introduced at a time
when their problems of interest—face recognition and object classification, respectively—were relatively nascent.
In the years since their introductions, both face recognition and object recognition have found widespread use in
production settings, as have the datasets themselves. This transition—from research use to production use—is, in
some sense, a sign of success of the dataset. Benchmark datasets in machine learning are typically introduced for
problems that are not yet viable in production use cases; and should the benchmark be successful, it will help lead
to the realization of real-world application.

LFW was introduced in 2007 to benchmark face verification. It is considered the first “in-the-wild” face recognition
benchmark, designed to help face recognition improve in real-world, unconstrained settings (as compared to previous
research, which had mostly been done to recognize faces captured in laboratory settings [63]). The production use
of the dataset was unviable in its early years, one indication being that the benchmark performance on the dataset
was poor.5

But over time, LFW became a standard benchmark and technology improved. This change can be seen through
the benchmarking of commercial systems on the dataset (Figure 3). For example, of the 25 most recent results
given on the LFW website for the “unrestricted, labeled outside data” setting, 23 were commercial systems. Of
these, we found four commercial systems that advertised LFW accuracy on their website despite the creators of
LFW noting that the dataset should not be used to conclude that an algorithm is suitable for production use. (We
do not speculate on how else the commercial systems have been tested.) More broadly, the production use of facial
recognition systems in applications such as surveillance or policing have caused backlash—especially because of
disparate performance on minority groups. The rise of production facial recognition systems has raised new ethical
concerns for LFW.

When ImageNet was introduced, object classification was still in its very early stages. Today, as real-world use
of such technology has become widespread, ImageNet has become a common source for pre-training. Even as the
dataset’s terms of service specify non-commercial use, the dataset is commonly used in pre-trained models released
under commercial licenses. (We discuss the production use of ImageNet in greater detail in Section 6.) Weights
pre-trained on ImageNet come built-in in popular machine learning frameworks such as Keras and PyTorch. Here,
too, the dataset has become used in production settings, raising new ethical concerns.

5.2 Social change shapes dataset ethics
We now turn to how social change can affect the ethics of a dataset. We take “social change” to mean several things.
On one hand, we use the term in the sense of Birhane and Cummins when they write that “what society deems fair
and ethical changes over time” [14]. We also use the term to describe growing awareness of ethical issues among
researchers and practitioners, as well as shifting values and incentives within academia. Social change may also
respond to technological change. We do not seek to disaggregate these various factors when describing the evolving
ethics of datasets, nor do we try to discern cause and effect.

5Consider the benchmark task of face verification with unrestricted outside training data (the easiest of tasks proposed in [42]). The
best reported performance by 2010 was 0.8445 ± 0.0046, achieved in [18].
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Understanding of LFW’s composition in terms of diversity has changed significantly over time. The 2007 technical
report introducing LFW describes the dataset as exhibiting “natural variability in pose, lighting, focus, resolution,
facial expression, age, gender, race, accessories, make-up, occlusions, background, and photographic quality” [42].
Yet a disclaimer added to the dataset’s website in 2019 emphasizing how the dataset should not be used to verify
commercial systems notes lacking variability among demographic groups, as well as in pose, lighting, occlusion, and
resolution [3]. The earlier statement is meant to distinguish the dataset from its predecessors, which were relatively
small and typically included images collected in laboratory settings [63]. We suggest several factors at play in the
latter statement. In the last decade, standards for representation—both in the context of machine learning datasets
and society as a whole—have changed. In relation to machine learning datasets, recent research and reporting has
demonstrated disparate performances in machine learning algorithms, particularly in face recognition [16]. Research
has highlighted how imbalanced datasets can lead to these disparities, and datasets such as Casual Conversations
[38] and Diversity in Faces [52] seek to address this issue. (Here, we note that the Diversity in Faces dataset, in
turn, faced backlash for being collected without consent [67], illustrating ongoing tensions between different ethical
principles.)

We also consider recent ethical concerns involving ImageNet. We observe that work critiquing the dataset,
most notably [20] and [62], first appeared nearly a decade after its release (even if issues were known to some
earlier). As it is reasonable to assume that the labels used in ImageNet would have been considered offensive in
2009, the lag between the dataset’s release and the removal of such labels is worth considering. We offer three
hypotheses as to why there was such a lag. We hypothesize that growing public concern over machine learning
applications, particularly in facial recognition, may have led to the publication of such work. Issues involving face
datasets have received significant public attention—the article by Crawford and Paglen [20] accompanied several art
exhibitions and the topic has been covered by many media outlets (e.g., [59, 54, 67]). Relatedly, we hypothesize that
changing academic incentives led to the publication of this work. Related work highlighting assumptions underlying
classification schemes [11, 44] have been published in FAccT, a machine learning conference focused on fairness,
accountability, and transparency that was only founded in 2018. Finally, we hypothesize that norms involving the
ethical responsibility of dataset creators and machine learning researchers more generally have shifted in recent years.
These norms are still evolving; responses to recently-introduced ethics-related components of paper submission have
been mixed [5].

(The labels in ImageNet are inherited from WordNet, a lexical database that was introduced in 1990. In turn,
WordNet was constructed with help from Roget’s thesaurus, which dates back as far as 1805 [57]. Thus, even as
social norms progress, artifacts from older times and with different intended uses may be inherited.)

The life cycles of both LFW and ImageNet exhibit a lag between release and ethics-related inflection points.
Such lags figure into the effectiveness of different interventions for harm mitigation.

6 Effectiveness of licenses
Licenses, or terms of use, are legal agreements between the creator and users of datasets, and often dictate how the
dataset may be used, derived from, and distributed. There are many possible reasons for issuing licenses: respecting
inherited licenses or copyright, maintaining exclusive commercial usage rights, reducing liability, ensuring proper
attribution is received, etc. Here, we focus on the role of a license in harm mitigation, i.e., as a tool to restrict
unintended and potentially harmful uses of a dataset.

6.1 Analysis of licenses
Through an analysis of licensing restrictions of DukeMTMC, MS-Celeb-1M, LFW, and their derivatives, we found
shortcomings of licenses as a tool for mitigating harms.

Licenses do not effectively restrict production use. We analyzed the licensing information for DukeMTMC,
MS-Celeb-1M, and LFW, and determined the implications for production use. Datasets are at a greater risk to do
harm in production settings, where characteristics of a dataset directly affect people.

DukeMTMC is released under the CC BY-NC-SA 4.0 license, meaning that users may freely share and adapt
the dataset, as long as attribution is given, it is not used for commercial purposes, derivatives are shared under
the same license, and no additional restrictions are added to the license. Benjamin et al. [10] note many possible
ambiguities in a “non-commercial” designation for a dataset. We emphasize, in particular, that this designation
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allows the possibility for non-commercial production use. Models deployed by nonprofits and governments maintain
risks associated with commercial models.

MS-Celeb-1M is released under a Microsoft Research license agreement,6 which has several specifications,
including that users may “use and modify this Corpus for the limited purpose of conducting non-commercial
research.” The legality of using models trained or pre-trained on this data remains unclear—a recurring theme
throughout the remainder of this section.

LFW was released without any license. In 2019, a disclaimer was added on the dataset’s website, indicating that
the dataset “should not be used to conclude that an algorithm is suitable for any commercial purpose.” [3] The
lack of an original license meant that the dataset’s use was entirely unrestricted until 2019. Furthermore, while it
includes useful guiding information, the disclaimer does not hold legal weight. Additionally, through an analysis of
results given on the LFW website [3], we found four commercial systems that clearly advertised their performance
on the datasets, though we do not know if the disclaimer is intended to discourage this behavior. Because LFW is a
relatively small dataset, its use as training data in production settings is unlikely. Risk remains, as the use of its
performance as a benchmark on commercial systems can lead to overconfidence, both among the system creators and
potential clients. Raji et al. [64] highlight various ethical considerations when auditing facial recognition systems.

Derivatives do not always inherit original terms. Both DukeMTMC and MS-Celeb-1M, according to their
licenses, may only be used for non-commercial use. (This analysis does not apply to LFW, which was released with
no license.) We analyzed available derivatives of each dataset to see if they include a non-commercial use designation.
All four DukeMTMC derivative datasets included the designation. Four of seven MS-Celeb-1M derivative datasets
included the designation. Only three of 21 repositories containing models pre-trained on MS-Celeb-1M included the
designation.

Thus, we find mixed results of license inheritance. We note that DukeMTMC’s license specifies that derivatives
must include the original license. Meanwhile, MS-Celeb-1M’s license, which prohibits derivative distribution in the
first place, is no longer publicly accessible, perhaps partially explaining the results. Licenses are only effective if
actively followed and inherited by derivatives.

The loose licenses associated with the pre-trained models are particularly notable. Of the 21 repositories
containing pre-trained models, seven contained the MIT license, one contained the Apache 2.0 license, one contained
the BSD-2-Clause license, and nine contained no license at all.

6.2 Commercial use of models trained on non-commercial data
In this section, we seek to understand whether models trained on datasets released for non-commercial research are
being used commercially. Whether or not such use is legal, it can exacerbate the real-world harm caused by datasets.

Due to the obvious difficulties involved in studying this question, we approach it by studying online discussions.
We identified 14 unique posts on common discussion sites that inquired about the legality of using pre-trained
models that were trained on non-commercial datasets.7 These 14 posts yielded numerous responses representing a
wide range of suggestions. The question of legality is not one we seek to answer; for our purposes, it is merely a
window into commercial practices.

Evidence of commercial use. From these posts, we found anecdotal evidence that non-commercial dataset
licenses are sometimes ignored in practice. One response reads: “More or less everyone (individuals, companies,
etc) operates under the assumption that licences on the use of data do not apply to models trained on that data,
because it would be extremely inconvenient if they did.” Another response reads: “I don’t know how legal it really
is, but I’m pretty sure that a lot of people develop algorithms that are based on a pretraining on ImageNet and
release/sell the models without caring about legal issues. It’s not that easy to prove that a production model has
been pretrained on ImageNet ...”

Commonly-used computer vision frameworks such as Keras and PyTorch include models pre-trained on ImageNet,
making the barrier for commercial use low.

6The license is no longer publicly available. An archived version is available here: http://web.archive.org/web/20170430224804/
http://msceleb.blob.core.windows.net/ms-celeb-v1-split/MSR_LA_Data_MSCeleb_IRC.pdf

7We identified these posts via four Google searches with the query “pre-trained model commercial use.” We then searched the same
query on Google with “site:www.reddit.com,” “site:www.github.com,” “site:www.twitter.com,” and “site:www.stackoverflow.com.” These
are four sites where questions about machine learning are posted. For each search, we examined the top 10 sites presented by Google.
Within relevant posts, we also extracted any additional relevant links included in the discussion.
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Responses from model distributors. These posts resulted in responses from representatives of three pre-trained
model creators: representative of the popular Keras and PyTorch frameworks, as well as the creator of LIP_JPPNet,
a pre-trained model for “human parsing and pose estimation.”8

The former two suggested that such use is generally allowed, but that they could not provide an official answer.
A representative for Keras wrote that “In the general case, pre-trained weight checkpoints have their own license
which isn’t inherited from the license of the dataset they were trained on. This is not legal advice, and you should
consult with a lawyer.” A representative for PyTorch wrote that according to their legal team’s guidance, “weights
of a model trained on that data may be considered derivative enough to be ok for commercial use. Again, this is a
subjective matter of comfort. There is no publishable ‘answer’ we can give.”

A representative of LIP_JPPNet suggested that the user’s concern was correct, and that “You can train the
code on your own datasets to get a model for commercial use.”

7 Dataset management and citation
Building on our previous findings, we turn to the role of dataset management and citation in harm mitigation.
By dataset management, we mean storing a dataset and information about it. By dataset citation, we mean
the referencing of a dataset used in research, with the particular aim of facilitating access to the dataset itself
and supporting information. Together, management and citation can support three processes that facilitate
harm mitigation: transparency, documentation, and tracking. Though our focus is on harm mitigation, dataset
management and citation also help scientific communities function more efficiently [75].

Our main finding in this section is that the existing norms in the machine learning community for both dataset
management and citation fall short of facilitating transparency, documentation, and tracking. Throughout this
section, our discussions of datasets also apply to pre-trained models.

7.1 Dataset management and citation can enable harm mitigation
We give three reasons for why dataset management and citation are important for mitigating harms caused by
datasets.

Documentation. Access to dataset documentation facilitates responsible dataset use. Documentation can provide
information about a dataset’s composition, its intended use, and any restrictions on its use (through licensing
information, for example). Many researchers have proposed documentation tools for machine learning datasets
with harm mitigation in mind [28, 9]. Dataset management and citation can ensure that documentation is easily
accessible. Proper management ensures that documentation of a dataset is available even if the dataset itself is not
or is no longer publicly accessible. In Section 3 and Section 6, we discussed how retracted datasets no longer included
key information such as licensing information, potentially leading to confusion. For example, with MS-Celeb-1M’s
license no longer publicly available, the license status of derivative datasets, pre-trained models, and remaining
copies of the original is unclear.

Transparency (and accountability). Dataset citation facilitates transparency in dataset use, in turn allowing
for accountability. By clearly indicating the dataset used and where information about the dataset can be found,
researchers become accountable for ensuring the quality of the data and its proper use. Different stakeholders, such
as the dataset creator, program committees, and other actors can then hold researchers accountable. For example,
if proper citation practices are followed, peer reviewers can more easily check whether researchers are in compliance
with the terms of use of the datasets they have used.

Tracking. Large-scale analysis of dataset use—as we do in this paper—can illuminate a dataset’s impact and
potential avenues of risk or misuse. This knowledge can allow dataset creators to update documentation, better
establishing intended use. Citation infrastructure supports this task by collecting such use in an organized manner.
This includes both tracking the direct use of a dataset in academic research, as well as the creation of derivatives.

8https://github.com/Engineering-Course/LIP_JPPNet
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Goal Shortcomings of current management and citation practices

Documentation – Documentation is not easily accessible from citations
– Documentation is not persistent (i.e., it may not remain available over
time)

Transparency – Dataset use is not clearly specified in academic papers
– Documentation is not easily accessible from citations

Tracking – Datasets do not have trackable identifiers (such as DOIs)
– Associated papers are not robust proxies
– Derivatives are not trackable

Table 3: Summary of how current dataset management and citation practices fail to support harm mitigation.

Reference Attempted disambiguation

“Experiments were performed on four of the largest
ReID benchmarks, i.e., Market1501 [45], CUHK03 [17],
DukeMTMC [33], and MSMT17 [40] . . . DukeMTMC
provides 16,522 bounding boxes of 702 identities for
training and 17,661 for testing.”

Here, the dataset is called DukeMTMC and the citation
[33] is of DukeMTMC’s associated paper. However,
the dataset is described as an ReID benchmark. More-
over, the statistics given exactly match the popular
DukeMTMC-ReID derivative (an ReID benchmark).
This leads us to believe DukeMTMC-ReID was used.

“We used the publicly available database Labeled Faces
in the Wild (LFW)[6] for the task. The LFW database
provides aligned face images with ground truth includ-
ing age, gender, and ethnicity labels.”

The name and reference both point to the original LFW
dataset However, the dataset is described to contain
aligned images with age, gender, and ethnicity labels.
The original dataset contains neither aligned images
nor any of these annotations. There are, however, many
derivatives with aligned versions or annotations by age,
gender, and ethnicity. Since no other description was
given, we were unable to disambiguate.

“MS-Celeb-1M includes 1M images of 100K subjects.
Since it contains many labeling noise, we use a cleaned
version of MS-Celeb-1M [16].”

The paper uses a “cleaned version of MS-Celeb-1M,”
but the particular one is not specified. (There are many
cleaned versions of the dataset.) The citation [16] is to
the original MS-Celeb-1M’s associated paper and no
further description is given. Therefore, we were unable
to disambiguate.

Table 4: Examples of dataset references that were challenging to disambiguate.

7.2 Current practices fall short
Above, we established key functions of dataset management and citation in harm mitigation. Through our analysis
of dataset use in machine learning research, we found that current practices fall short in achieving these functions.
Our findings are summarized in Table 3.

Dataset management practices raise concerns for persistence. Whereas other fields utilize shared reposi-
tories, machine learning datasets are often managed through the sites of individual researchers or academic groups.
None of the 38 datasets in our analysis are managed through such repositories. Unsurprisingly, we found that some
datasets were no longer maintained (which is different from being retracted). We were only able to find information
about D31 and D38 through archived versions of sites found via the WayBack machine. And even after examining
archived sites, we were unable to locate information about D6, D17, and D25. Another consequence is the lack of
persistence of documentation. Ideally, information about a dataset should remain available even if the dataset itself
is no longer available. But we found that after DukeMTMC and MS-Celeb-1M were taken down, so too were the
sites that contained their terms of use.

Dataset references can be difficult to disambiguate. Clear dataset citation is important for harm mitigation
for transparency and documentation. However, datasets are not typically designated as independent citable research
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Figure 4: Papers citing associated papers often do not use the associated dataset. The proportion that do varies
greatly across different datasets. Here, we include associated papers for which we sampled at least 20 citing papers,
and show 95 percent confidence intervals.

objects like academic papers are. This is evidenced by a lack of standardized permanent identifiers, such as DOIs.
None of the 38 datasets we encountered in our analysis had such identifiers. (Datasets are often assigned DOIs
when added to shared data repositories.)

Without dataset-specific identifiers, we found that datasets were typically cited with a combination of the
dataset’s name, a description, and paper citations. In many cases, an associated paper is cited—a paper through
which a dataset was introduced or that the dataset’s creators request be cited. In some cases, a dataset does not
have a clear associated paper. For example, D31 was not introduced in an academic paper and D20’s creators
suggest three distinct academic papers that may be cited. This practice can lead to challenges in identifying and
accessing the dataset(s) used in a paper, especially when the name, description, or citation conflict.

In our analysis, 42 papers included dataset references that we were unable to fully disambiguate. Oftentimes,
this was a result of conflating a dataset with its derivatives. For example, we found nine papers that suggested
that images in LFW were annotated with attributes or keypoints, but did not specify where these annotations were
obtained. (LFW only contains images labeled with identities and many derivatives of LFW include annotations.)
Similarly, seven papers indicated that they used a cleaned version of MS-Celeb-1M, but did not identify the particular
derivative. We were able to disambiguate the references in 404 papers using a dataset or a derivative, but in many
of these instances, making a determination was not direct (for instance, see the first example in Table 4).

Datasets and documentations are not directly accessible from citations. We find that accessing datasets
from papers is not currently straightforward. While data access requirements, such as sections designated to
specifying where datasets and other supporting materials may be found, are common in other fields, they are rare in
machine learning. We sampled 60 papers from our sample that used DukeMTMC, MS-Celeb-1M, LFW, or one of
their derivative datasets, and only six provided access information (each as a URL).

Furthermore, the descriptors we mentioned above—paper citations, name, and description—do not offer a direct
path to the dataset. The name of a dataset can sometimes be used to locate the dataset via web search, but this
works poorly in many instances—for example, when a dataset is not always associated with a particular name or
when the dataset is not even available. Datasets D27, D28, D31, D32, and D38 are not named. Citations of an
associated paper also do not directly convey access information. As an alternate strategy, we were able to locate
some datasets by searching for personal websites of the dataset creators or of their associated academic groups.
However, as we mentioned earlier, we were still unable to locate D6, D17, and D25, even after looking at archived
versions of sites.
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Current infrastructure makes tracking dataset use difficult. A lack of dataset citations also makes it
difficult to track dataset use. Citations of associated papers are not necessarily effective proxies in this respect. On
one hand, the proportion of papers citing an associated paper that use the corresponding dataset varies significantly
(see Figure 4). This is because papers citing an associated paper may be referencing other ideas mentioned by
the paper. On the other hand, some datasets may be commonly used in papers that do not cite a particular
associated paper. Of the papers we found to use DukeMTMC-ReID, 29 cited the original dataset, 63 cited the
derivative dataset, and 50 cited both. Furthermore, some datasets may not have a clear associated paper, and
various implementations of pre-trained models are unlikely to have associated papers. Thus, associated papers—as
currently used—are an exceedingly clumsy way to track the use of datasets.

Tracking derivative creation presents an even greater challenge. Currently, there is no clear way to identify
derivatives. The websites of LFW and DukeMTMC (the latter no longer online), maintained lists of derivatives.
However, our analysis reveals that these lists are far from complete. Proponents of dataset citation have suggested
the inclusion of metadata indicating provenance in a structured way (thus linking a dataset to its derivatives) [30],
but such a measure has not been adopted by the machine learning community.

8 Recommendations
In the last few years, there have been numerous recommendations for mitigating the harms associated with machine
learning datasets, including better documentation [28, 9, 39], “interventionist” data collection approaches modeled
on archives [43], calls for requiring informed consent from data subjects [62], and strategies for bias mitigation and
privacy preservation [8, 73, 62, 81]. Our own recommendations draw from and build on this body of work, and
aren’t meant to replace existing ideas for harm mitigation.

That said, previous harm-mitigation approaches primarily consider dataset creation. As we have shown above,
ethical impacts are hard to anticipate and address at dataset creation time and thus we argue that harm mitigation
requires stewarding throughout the life cycle of a dataset. Our recommendations reflect this understanding.

We contend that the problem cannot be left to any one stakeholder such as dataset creators or IRBs. We propose
a more distributed approach in which many stakeholders share responsibility for ensuring the ethical use of datasets.
Our approach assumes the willingness and cooperation of dataset creators, program committees, and the broader
research community; addressing harms from callous or malicious users or outside of the research context is outside
the scope of our recommendations.

8.1 Dataset creators
We make two main recommendations for dataset creators, both based on the normative influence they can exert and
based on the harder constraints they can impose on how datasets are used.

Make ethically-salient information clear and accessible. Dataset creators can place restrictions on dataset
use through licenses and provide other ethically-salient information through other documentation. But in order for
these restrictions to be effective, they must be clear. In our analysis, we found that licenses are often insufficiently
specific. For example, when restricting the use of a dataset to “non-commercial research” creators should be explicit
about whether this also applies for models trained on the dataset. It may also be helpful to explicitly prohibit specific
ethically questionable uses. The Casual Conversations dataset does this (“Participants will not ... use the Casual
Conversations Dataset to measure, detect, predict, or otherwise label the race, ethnicity, age, or gender of individuals,
label facial attributes of individuals, or otherwise perform biometric processing unrelated to the Purpose”) [38]. The
Montreal Data License [10] is an example of a license that allows for more specific designations. Going beyond
licenses, Datasheets for Datasets provides a standard for detailed and clear documentation of ethically-salient
information [28].

In order for licenses or documentation to be effective, they need to be accessible. Licenses and documentation
should be persistent, which can be facilitated through the use of standard data repositories. Dataset creators should
also set requirements for dataset users and creators of derivatives to ensure that this information is easy to find
from citing papers and derived datasets.

Actively steward the dataset and exert control over use. Throughout our analysis, we show how ethical
considerations can evolve over time. Dataset creators should continuously steward a dataset, actively examining how
it may be misused, and making updates to license, documentation, or access restrictions as necessary. A minimal
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access restriction is for users to agree to terms of use. A more heavyweight process in which dataset creators make
case-by-case decisions about access requests can be used in cases of greater risk. The Fragile Families Challenge is
an example of this [51].

Based on our analysis in Section 3 and Section 4, derivative creation often introduces new ethical risks. Thus,
we suggest that dataset creators use procedural mechanisms to control derivative creation, for example, by requiring
explicit permission be obtained to create a derivative.

We recognize that dataset stewarding increases the burden on dataset creators. In our discussions with dataset
creators, we heard that creating datasets is already an undervalued activity and that a norm of dataset stewardship
might further erode the incentives for creators. We acknowledge this concern, but maintain that there is an inherent
tension between ethical responsibility and minimizing burdens on dataset creators. One solution is for dataset
creation to be better rewarded in the research community; some of our suggestions for program committees below
may have this effect.

8.2 Conference program committees
In the machine learning community and the broader computer science community, the primary publication venues
are the peer-reviewed proceedings of conferences, and the prestige associated with these publications is the core
of the reward structure for researchers. Thus, conference program committees (PCs) hold immense power to set
ethical standards for the research community including both dataset creators and users. Of course, PCs have little
power over commercial use of datasets that is not motivated by publications. Ethics review as part of peer review is
a recent development at machine learning conferences but has a longer history in the computer security community.

Use ethics review to encourage responsible dataset use. PCs are in a position to govern both the creation
of datasets (and derivatives) and the use of datasets through ethics reviews of the associated papers. PCs should
develop clear guidelines for ethical review. For example, PCs can require researchers to clearly state the datasets
used, justify the reasons for using those datasets, and to certify that they complied with the terms of use of each
dataset. Some conferences, such as NeurIPS, already have ethics guidelines relating to dataset use.

Encourage standard dataset management and citation practices. PCs should consider imposing stan-
dardized dataset management and citation requirements. This can include requiring dataset creators to upload
their dataset and supporting documentation to a public data repository. Detailed guidelines on effective dataset
management and citation practices can be found in [75]. The role of PCs is particularly important for dataset
management and citation, as these practices benefit from community-wide adoption of standards.

Introduce a dataset-specific track. NeurIPS now includes a track specifically for datasets. The introduction
of such tracks facilitates more careful and tailored ethics reviews for datasets. The journal Scientific Data is devoted
entirely to describing datasets.

Allow advance review of datasets and publications. We tentatively recommend that conferences can allow
researchers to submit proposals for datasets prior to creation. By receiving preliminary feedback, researchers can be
more confident that their dataset both will be valued and will pass initial ethics reviews. This mirrors the concept
of “registered reports” in which a proposed study is peer reviewed before it is undertaken and provisionally accepted
for publication before the outcomes are known, as a way to counter publication biases.

8.3 Institutional Review Boards
Historically, Institutional Review Boards (IRBs) have played a fundamental role in regulating research ethics,
and researchers have recently called for greater IRB oversight in dataset creation [62]. IRBs have certain natural
advantages in regulating datasets. IRBs may have more ethics expertise than program committees; IRBs are also
able to review datasets prior to their creation. Thus, IRBs can prevent harms that occur during the creation process.

However, conceived first to address biomedical research, IRBs have been an imperfect fit for data-centered
research. Notably “human subjects research” has a narrow definition and thus many of the datasets (and associated
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research) that have caused ethical concern in machine learning would not fall under the purview of IRBs. An even
more significant limitation is that IRBs are not allowed to consider downstream harms [53]9.

Unless and until the situation changes, our primary recommendation regarding IRBs is for researchers to recognize
that research being approved by the IRB does not mean that it is “ethical,” and for IRBs themselves to make this as
clear as possible.

8.4 Dataset users and other researchers
At a minimum, dataset users should comply with the terms of use of datasets. But their responsibility goes beyond
compliance. They should also carefully study the accompanying documentation and analyze the appropriateness of
using the dataset for their particular application (e.g., whether dataset biases may propagate to models). Dataset
users should also clearly indicate what dataset is being used in their research papers and ensure that readers can
access the dataset based on the information provided. As we showed in Section 7, traditional paper citations often
lead to ambiguity.

Our findings show how a dataset’s impact is not fully understood at the time of its creation. We recommend that
the community systematize the retrospective study of datasets to understand their ethical implications, potential
shortcomings, and misuse. Researchers should not wait until the problems become serious and there is an outcry.

It is especially important to understand how datasets and pre-trained models are being used in production
settings, which our work does not address. Policy makers should consider legal requirements that encourage more
transparency around the specifics of training datasets used in commercially deployed models.

9 Conclusion
The machine learning community is responding to a wide range of ethical concerns regarding datasets and asking
fundamental questions about the role of datasets in machine learning research. We provide a new perspective.
Through our analysis of the life cycles of three datasets, we showed how developments that occur after dataset
creation can impact the ethical consequences, making them hard to anticipate a priori. We advocate for an approach
to harm mitigation in which responsibility is distributed among stakeholders and continues throughout the life cycle
of a dataset.
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